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Introduction



Software architecture can be defined as:

A set of the following elements (Perry and Wolf, 1992): 
◦ Processing elements; 

◦ Data elements, and 

◦ Connecting elements

A set of structures needed to reason about the system (Bass et al., 2003)

A set of design decisions (Jansen and Bosch, 2005).



Cognitive biases: 
definition

Predictable errors in the ways that individuals interpret 
information and make decisions (Kahneman and Renshon, 
2009). 



The dual process theory

System 2 (Slow)System 1 (Fast)

Conscious ReasoningUnconscious Reasoning

High EffortLow Effort

Small CapacityLarge Capacity

SlowFast

Rule-BasedAssociative

LogicalNon-Logical



How cognitive biases happen?

Should I buy 
Ferrari’s stocks?

System 1

System 2

I love my Ferrari 
car.

To like a car does 
not necessarily 
mean that it’s a 
good idea to buy 
stocks of its 
producer.

Quick intuitive decision

Decision to buy stocks

Decision not to buy stocks



Main Research 
Questions

MRQ1: What rationales are the main reasons 
behind decisions impacting software practitioner’s 
architectural decision-making?

MRQ2: How do cognitive biases impact architectural 
decision-making?

MRQ3: Does cognitive biases’ impact on 
architectural decision-making cause architectural 
technical debt?

MRQ4: How can the negative impact of cognitive 
biases on architectural decision-making be 
alleviated?



Research outline (published papers)



What rationales 
drive architectural 
decisions? An 
empirical inquiry
B a s e d  o n :  

B o r o w a ,  K . ,  L e w a n c z y k ,  R . ,  S t p i c z y ń s k a ,  K . ,  S t r a d o m s k i ,  P. ,  &  Z a l e w s k i ,  
A .  ( 2 0 2 3 ,  S e p t e m b e r ) .  
W h a t  r a t i o n a l e s  d r i v e  a r c h i t e c t u r a l  d e c i s i o n s ?  A n  e m p i r i c a l  i n q u i r y.  
I n  E u r o p e a n  C o n f e r e n c e  o n  S o f t w a r e  A r c h i t e c t u r e ( p p .  3 0 3 - 3 1 8 ) .  C h a m :  
S p r i n g e r  N a t u r e  S w i t z e r l a n d



Motivation

Software architecture is a set of design decisions

• Jansen, A., & Bosch, J. (2005, November). Software architecture as a set of architectural design decisions. WICSA’05

Design rationale = knowledge and reasoning justifying design decisions

• Tang, A., Babar, M. A., Gorton, I., & Han, J. (2006). A survey of architecture design rationale. Journal of systems and software

There are numerous guidelines on how to make architectural decisions

• Tang, A., & Kazman, R. (2021). Decision-making principles for better software design decisions. IEEE Software

Research on factors impacting architectural decision making is limited

• Tang, A., Babar, M. A., Gorton, I., & Han, J. (2006). A survey of architecture design rationale. Journal of systems and software

• Miesbauer, C., & Weinreich, R. (2013). Classification of design decisions–an expert survey in practice. ECSA 2013

• Weinreich, R., Groher, I., & Miesbauer, C. (2015). An expert survey on kinds, influence factors and documentation of design 
decisions in practice. Future Generation Computer Systems



Sub-Research Questions

What rationales?

SRQ1: What rationales most frequently 
influence architectural decisions?

SRQ2: Which software quality attributes are 
usually prioritised during architectural 
decision-making? 

Why?

SRQ3: Why do practitioners prioritise these 
rationales?



Methods



Questionnaire
◦ Participant data

◦ (age, gender, education, years of experience etc.)

◦ What 3 factors do you consider when making architectural
decisions?

◦ What 3 factors do your colleagues consider when making
architectural decisions?

◦ Optionaly provide email for follow-up interview



Interviews

We contacted all 13 participants that agreed to a follow-up 
interview 

Presented them the main findings from the questionnaire

Asked them about their interpretation of the findings



Results



Questionnaire results
Experienced (over 15 years)Mid-career(between 5 and 14 years)Beginners (<=4 years of experience)

ColleaguesParticipantsColleaguesParticipantsColleaguesParticipantsSum (colleagues)Sum (participants)Rationale categoryNo.

45027161123Ease of use/development1

0112112215Maintainability2

0100613614Performance3

32219111414Prior knowledge/experience4

2101610812Time/deadline5

021236410Reliability6

02131429Development Project Environment7

……………………....

00020305Usability13

00022325Security14

……………………..…

01001213Functional Suitability21

……………………..…

10001222Portability24

……………………..…

21000021Compatibility27

……………………..…

2040130190My colleagues use the same rationales as me33



Questionnaire results
Most frequent rationales (>20% sum of participants) overall:

◦ “Ease of use for development” – mainly beginners and experienced

◦ Maintainability – mainly beginners

◦ Performance – mainly beginners

◦ “Prior knowledge/experience” - mainly beginners and experienced

Important only for the particular experience group (>20% of group but <20% of participants):
◦ “Time/deadline” – beginners

◦ “Development Project Environment” – mid-career

◦ “Decision-making methodology” – experts

Software quality attributes not considered as important factors (<5% of participants):
◦ Compatibility

◦ Portability

◦ Functional stability



“My colleagues 
have the same 
rationales as me”
• Beginners bel ieve this.

• Experienced practit ioners do not.



Rationales’ origins

• Beginners – afraid of the unknown: new technologies, missing deadlines

• Experienced – comfortable with their current environment, not afraid of deadlines, only 
ones able to use a decision-making methodology

• Mid-career – want a challenge/to learn new things, not afraid of deadlines

Practitioner’s experience

• “Ease of use for development” + “Time/deadline” = fast time to market

• “Development Project Environment” – making bespoke solutions that fit the client’s 
needs

• “Performance” – badly running software = unhappy customer

Client focus



Rationales’ origins

• Ease of use for development – easy learning

• Prior knowledge – knowledge about easy solutions

• Maintainability – easier work later

Making one’s life “easy”

• Maintainability

• Ease of use for development – finding future employees

Thinking of the project’s future



Rationales’ origins

• Mainly beginners

Fear of deadlines

• Main source of architectural knowledge

Familiarity with a particular solution

• “[Functional Stability] is so mundane and part of such day-to-day work that 
maybe we don’t tie it to the architecture.”

“Obviousness”



Rationales’ origins

• “Ease of use for development” + “Maintainability” = easier work for colleagues

Empathy 

• Mainly mid-career

• “(...) resume driven development, i.e. we choose those technologies that will look nice in the 
CV, or that will make us learn something.”

Personal growth 

• Compatibility – widespread standards

• Portability – containerization and virtualization

New technology handles the problem



Rationales’ origins

• Beginners care about Performance because they were 
trained so at college

Practitioner’s education

• “Portability” and “Compaibility” not important when 
targeting specific platforms

Perception of the QA as unimportant



Conclusion
Main findings:

◦ List of rationales that drive architectural decision-making

◦ An exploration of the rationales’ origins

◦ Identifying impact of experience level on rationale behind decisions

Implications:
◦ Understanding how practitioners make decisions

◦ The major role of experience on decision-making

◦ Three common rationales are possibly cognitive bias antecedents:
◦ Ease of use for development

◦ “Prior knowledge/experience”

◦ “Time/deadline”



On cognitive biases 
in architecture 
decision making
B a s e d  o n :

Z a l e w s k i ,  A . ,  B o r o w a ,  K . ,  &  R a t k o w s k i ,  A .  ( 2 0 1 7 ) .  
O n  c o g n i t i v e  b i a s e s  i n  a r c h i t e c t u r e  d e c i s i o n  m a k i n g .  
I n  S o f t w a r e  A r c h i t e c t u r e :  1 1 t h  E u r o p e a n  C o n f e r e n c e ,  E C S A  2 0 1 7 ,  C a n t e r b u r y ,  U K ,  S e p t e m b e r  
1 1 - 1 5 ,  2 0 1 7 ,  P r o c e e d i n g s  1 1  ( p p .  1 2 3 - 1 3 7 ) .  S p r i n g e r  I n t e r n a t i o n a l  P u b l i s h i n g .



Sub-Research Questions
◦ SRQ1: Are biases in architecture decision making common?

◦ SRQ2: Which biases are the most significant?

◦ SRQ3: What exactly can bias architects' decisions? 



The Workshop - Participants
8 novices (1-2 years of experience)

6 experts (10+ years of experience)



The Workshop - Agenda
◦ Short presentation on cognitive biases

◦ Writing down examples of biases that the participants 
encountered

◦ Open discussion on the biases indicated by the participants

◦ Rating the biases



Workshop Summary
Are biases in architecture decision making common?

• Both novices and experts in software engineering noticed biases

• Novices indicated on average 1 bias each

• Experts indicated about 4 biases each



Workshop Summary
Which biases are the most significant? 

Twelve biases were identified from the workshop results.



12. Optimism bias

Of course!
This server can handle more!



11. Law of the instrument

How do I implement 
the MVC pattern using 

the assembly 
language?



10. Irrational escalation

We paid for that
system, so we can’t

change it now.

Forever loading…



9. Bandwagon effect

Others use this solution
so it must be good!

Copy
me!



8. Planning fallacy

0 2 4 6 8 10 12

Time estimated to complete task

Time in which the task was completed

Days



7. Pro-innovation bias

New OS!
Great „change
OS” on every
server project!



6. Curse of knowledge

What datatype should we use in 
this case?

Why isn’t this button red?



5. Anchoring

Too 
slow!

Too 
slow!

Too 
slow!



4. Parkinson's Law of triviality

Important decisions

Tabs or Spaces

Coffee or Tea



3. IKEA effect

Your awful programMy great program

FasterSlower

Smaller memory usageBigger memory usage

CheapExpensive

Mine is obviously
better! 



2.  Confirmation bias

Please, 
check if you

can do it.

Can you
do it?

Yes.

No..

Yes, we can.



1. Framing effect

Magnificent
Presentation!

This looks great! 
My employees will love 
this software!



What can bias architects’ decision?
o Form of presentation

o Who was the author of a given design

o The time spent on a given design

o The order of obtaining information

o The experience and background of the stakeholders

o The architect’s state of mind

o The complexity of the problem 

o The existing widely-accepted solutions

o The course of action contradicting the use of an initial solution

o Architectural solutions focal for the architect

ON COGNITIVE BIASES IN ARCHITECTURE DECISION MAKING 44



How biases influence Arch. Decision-
Making (examples)
Anchoring influences:
◦ Scope of considered requirements

◦ Perception of requirements’ importance

◦ Architect’s preferences.

IKEA effect inluences:
◦ Scope of considered alternatives

ON COGNITIVE BIASES IN ARCHITECTURE DECISION MAKING 45



Contributions

ON COGNITIVE BIASES IN ARCHITECTURE DECISION MAKING 46

Approach to the analysis of biases’ influence on 
architectural decision-making.

Factors that could make architectural decisions 
biased.

Key for future research: List of common biases
applicable to architectural decision-making and 
their influence on architectural decision-making.



The Influence of 
Cognitive Biases on 
Architectural Technical 
Debt
B a s e d  o n :

B o r o w a ,  K . ,  Z a l e w s k i ,  A . ,  &  K i j a s ,  S .  ( 2 0 2 1 ,  M a r c h ) .  
T h e  i n f l u e n c e  o f  c o g n i t i v e  b i a s e s  o n  a r c h i t e c t u r a l  t e c h n i c a l  d e b t .  
I n  2 0 2 1  I E E E  1 8 t h  I n t e r n a t i o n a l  C o n fe r e n c e  o n  S o f t w a r e  A r c h i t e c t u r e  
( I C S A )  ( p p .  1 1 5 - 1 2 5 ) .  I E E E .



Architectural Technical Debt
• Technical debt (TD) is a metaphor first introduced by Cunningham in 1995 to 
illustrate the situation when software quality is forfeited as a compromise 
between quality and time-to-market.

• Architectural technical debt (ATD), is the type of TD that occurs as a result of
sub-optimal architectural decisions (Martini et al., 2014). 

•The debt has to be paid back someday 
• with interests!



Sub-Research Questions
SRQ1: Do cognitive biases influence the occurrence of architectural technical debt?

SRQ2: Which cognitive biases have an impact on architectural technical debt?

SRQ3: Which architectural technical debt items are most frequently affected by 
cognitive biases?

SRQ4: What are the antecedents of a harmful influence of cognitive biases on 
architectural technical debt?

SRQ5: What debiasing techniques can be used to minimise the negative effects of 
cognitive biases?



Research method



Architectural technical debt 
items

Types of ATD items (Verdecchia et. al. 2020):

oNew Context, Old Architecture

o The Workaround that stayed

o Architectural Lock-in

o Re-inventing the Wheel

o The Minimum Viable Product that stuck

o Source Code ATD



List of cognitive biases
List based on our previous research (Zalewski et 
al., 2017):

o Anchoring

o Bandwagon effect

o Confirmation bias

o Curse of knowledge

o IKEA effect

o Irrational escalation

o Law of the instrument

o Optimism bias

o Parkinson's Law of triviality

o Planning fallacy

o Pro-innovation bias

o The framing effect



Participants
Company domainCompany size (employees)PositionExperience (years)GenderAgeNo.

Electronicsover 10 000Software Developer5M291

E-commercearound 2 000Architect10M312

High techaround 1 500Chief Operating Officer35M543

Systems integratoraround 50Executive consultant13M374

Financearound 350Head of Architects17M395

Financearound 350Architect26M496

Enterprise Softwareover 10 000Consultant16M377

Systems integratoraround 250Chief of Architects21M458

Softwarearound 35Founder and Chief Technology Officer15M369

Telecomaround 5 000Architect15F3710

Enterprise Softwareover 10 000Senior Solution Architect15M4011

Electronicsover 10 000Team Leader12M3712



Results – ATD items

AppearancesArchitectural technical debt item

17New Context, Old Architecture

13Source Code ATD

12The Workaround that stayed

10Architectural Lock-in

8Re-inventing the Wheel

6The Minimum Viable Product that stuck

4Other (4 different types of ATD)



Results – Cognitive biases

AppearancesCognitive Bias

24Anchoring

20Optimism bias

19Confirmation bias

14Curse of knowledge

14IKEA effect

13Pro-innovation bias

11Irrational escalation

10Law of the instrument

10Planning fallacy

10The framing effect

8Bandwagon effect

2Parkinson's Law of triviality



Results – Biases influencing ATD
OtherMinimum Viable

Product that stuck

Re-inventing 

the Wheel

Architectural 

Lock-in

The

Workaround 

that stayed

Source Code

ATD

New Context, Old

Architecture

Cognitive Bias

0146457Anchoring

0011110Bandwagon effect

1154522Confirmation bias

0024222Curse of knowledge

0132133IKEA effect

0110217Irrational escalation

0003231Law of the instrument

1425333Optimism bias

0000210Parkinson’s Law of 

triviality

1113443Planning fallacy

1244211Pro-innovation bias

0113221The framing effect



Frequent influence 1



Frequent influence 2



Cognitive bias antecedents
• Individual’s emotional state (e.g. fear, shame, haste)

• Individual’s personality traits (e.g. overconfident, ambitious)

• Individual’s mistakes (e.g. lack of basic knowledge, not searching for alternatives)

• Organisational antecedents (e.g. overly harsh or lax organisational culture, frequent management 
changes, short-sighted cost/profit optimisation)

• Communicational antecedents (e.g. between specialists from different domains)

• Knowledge vaporisation (e.g. lack of documentation, employee rotation)

• External (e.g. popularity)



Debiasing methods
• Double-check and challenge decisions and their underlying ideas.

• Create a working environment based on trust – let employees can voice their opinions and 
admit to their mistakes.

• If something is not written down, it “does not exist”:

◦ Explicitly register all accounts of TD.

◦ Explicitly search for alternative solutions.

◦ Document and pass on knowledge. 

• Periodically check for new TD occurrences and whether old TD needs to be paid.

• Clearly define responsibilities – if everyone is responsible, then no one actually feels 
responsible.



Contributions

List of most frequently appearing biases.

List of most commonly occurring ATD items.

Identification of biases that most frequently
influenced ATD 

• Mainly but not only -> anchoring, optimism and confirmation 
bias

A set of common bias antecedents 

Set of possible debiasing methods



Is knowledge the key? 
An experiment on 
debiasing architectural 
decision-making - a pilot 
study

B a s e d  o n :

B o r o w a ,  K . ,  D w o r n i k ,  R . ,  &  Z a l e w s k i ,  A .  ( 2 0 2 1 ) .  
I s  k n o w l e d g e  t h e  k e y ?  a n  e x p e r i m e n t  o n  d e b i a s i n g  a r c h i t e c t u r a l  d e c i s i o n -
m a k i n g - a  P i l o t  s t u d y .  
I n  P r o d u c t - F o c u s e d  S o f t w a r e  P r o c e s s  I m p r o v e m e n t :  2 2 n d  I n t e r n a t i o n a l  
C o n f e r e n c e ,  P R O F E S  2 0 2 1 ,  T u r i n ,  I t a l y ,  N o v e m b e r  2 6 ,  2 0 2 1 ,  P r o c e e d i n g s  2 2  
( p p .  2 0 7 - 2 1 4 ) .  S p r i n g e r  I n t e r n a t i o n a l  P u b l i s h i n g .



Debiasing levels
Four levels of debiasing treatments include (Fischhoff, 1982):

A. Warning about the biases

B. Describing typical biases

C. Providing personalised feedback about the biases

D. An extended programme of debiasing training



Sub-Research question
Does educating* software architects about cognitive biases provide a beneficial debiasing effect, 
which increases the rationality of decision-making?

*level B debiasing treatment
Cognitive biases



Researched biases
We chose 3 biases that previous research [6] shows to be have the greatest influence on 
architectural technical debt.

Anchoring - when an individual over-relies on a particular solution, estimate, information or 
item, usually, the first one that they discovered or came up with.

Optimism bias - when baseless, overly positive estimates, assumptions and attributions are 
made

Confirmation bias - the tendency to avoid the search for information that may contradict one's 
beliefs.



Data gathering
•We took part in four meetings with two groups of graduate (masters level) students that were 
working on a group project during their coursework

•Topic for the project – chosen by the students (the only hard requirement being the use of 
Kubernetes)

•The students were supposed to gather requirements, design, implement and test their project
during the semester.

The meetings proceeded as follows:
• We asked the participants for their consent to record the meeting and to use their data for the purpose 

of our research.

• In the case of the debiased group (Team 2), we showed them our presentation about cognitive biases 
in architectural decision-making. We did not perform this action with the other group (Team 1).

• The meeting continued naturally, without our participation, although a researcher was present and 
made notes when necessary.



Data analysis

•Transcription of the meeting recordings

•Independent coding

•Negotiated coding

•Counting the occurrence of each code

•Counting the amount of instances when biases influenced 
arguments/counterarguments/the overall discussion

DefinitionCodeCode category

Putting too much emphasis on the first 
piece of information or idea that was 
heard/proposed/invented.KOTBias - anchoring

Not accepting and not seeking  
information that is inconsistent with 
our current beliefs.POT

Bias -
confirmation bias

Naive faith that the unpleasant 
consequences of our decisions will not 
happen. OPT

Bias - optimism 
bias

An argument that was in favour of 
choosing a particular solution.ARG

Arguments for 
the decision

A counterargument, against choosing a 
particular solution.PARG

Arguments 
against the 
decision



Results



Teams’ biased arguments



Biases in statements



Key observations
• Most biased arguments in favour of a solution were influenced by anchoring

• Participants were overall less likely to use counterarguments (find any faults of proposed 
solutions, or pointing out any risks)

• Most biased counterarguments were influenced by confirmation bias, due to the teams’ 
reluctance to change a previously made decision

• Optimism bias and confirmation bias influenced the overall atmosphere of the meetings –
both teams had a strong need to reassure themselves that their course of action was correct.



Proposed debiasing interventions
Three practices that could lead to debiasing these kind of meetings:

1. Against anchoring - the person presenting a solution, should also present at least one 
drawback

2. Against confirmation bias - one of the team members should monitor the discussion and 
point out the occurrence of such biased argumentation

3. Against optimism bias - at the end of the meeting, after making the initial decisions, teams 
should explicitly list the risks associted with them.



Debiasing architectural 
decision-making: a 
workshop-based 
training approach
B a s e d  o n :

B o r o w a ,  K . ,  J a r e k ,  M . ,  M y s t k o w s k a ,  G . ,  P a s z k o ,  W . ,  &  Z a l e w s k i ,  A .  ( 2 0 2 2 ,  
S e p t e m b e r ) .  
D e b i a s i n g  a r c h i t e c t u r a l  d e c i s i o n - m a k i n g :  a  w o r k s h o p - b a s e d  t r a i n i n g  a p p r o a c h .  
I n  E u r o p e a n  C o n f e r e n c e  o n  S o f t w a r e  A r c h i t e c t u r e  ( p p .  1 5 9 - 1 6 6 ) .  C h a m :  
S p r i n g e r  I n t e r n a t i o n a l  P u b l i s h i n g .



Debiasing levels
Four levels of debiasing treatments include (Fischhoff, 1982):

A. Warning about the biases

B. Describing typical biases

C. Providing personalised feedback about the biases

D. An extended programme of debiasing training



Sub-Research Question
SRQ. Is a training workshop* an effective method of reducing the impact of cognitive biases on 
architectural decision-making?

*level C debiasing treatment



Method

Preparing the debiasing workshop based on the pilot study’s
findings

Gathering participants.    

A series of three-hour long meetings during which we 
conducted the experiment, which consisted of three steps:    

• Task 1 -- a 1 hour-long ADM task.

• The debiasing workshop. 

• Task 2 -- a 1 hour-long ADM task. 

Analysing the teams’ performance during the first and 
second tasks.



The architectural decision-making task
•Done in 3-4 person teams

•On the MS Teams platform

•The discussion was recorded

•The task was to design an architecture that could be used as a solution to a given theme.

•The architecture was to be recorded using the C4 model notation.

•The task itself was known to the participants before they took part in the experiment

•This themes were unknown before the workshop

•Different themes for Task 1 and 2 for a single team



The debiasing workshop
•1 hour long

•Designed to teach about cognitive biases in architectural decision-making

•3 debiasing techniques were taught, with practical exercises:
• The anti-anchoring technique: having proposed an architectural solution, the individual that presents it 

must explicitly list one disadvantage of the solution

• The anti-confirmation bias technique: one team member has to monitor the discussion for unjustified 
statements that dismiss new information and ideas. Such as ``We already decided that''.    

• The anti-optimism bias technique: the team must explicitly mention the risks associated with the 
design decisions.



Sample
•12 teams consisting of 3-4 participants

•Master’s level graduate students majoring in Computer Science

•Participants were taking a Software Architecture course

•Participation was voluntary. 
• The tasks were graded but there was an alternative way to obtain a grade.

• Students were given additional time after the experiment to polish their designs

•Overall, 61% of the participants had prior experience in software development, ranging from 0.3 
to 3 years



Analysis

We used the non-parametric Wilcoxon Signed Rank Test to evaluate whether the changes 
in specific measured values were statistically different (when the p-value was less than 

0.05).

We coded the following:

Architectural decisions
Arguments/counterarguments 

for/against a particular decision
Biased statements Uses of the debiasing techniques

The coders met to discuss the differences and negotiate what codes should be used, until 
they reached full agreement

Each recording was coded by 2 authors independently

Recordings from the meetings were transcribed



Results - Arguments
•Overall: 1470 arguments and 487 counterarguments

•54% of the statements before the workshop were biased, compared to 36% after

•The percentage of biased arguments decreased after the workshop in the cases of all teams 
except one.

•Significant (p-value < 0.05) changes:
• Increased number of non-biased arguments

• Increased number of non-biased counterarguments 

• The decrease of the percentage of biased statements

•Not significant changes:
• Change in the number of biased arguments and counterarguments



Results - Decisions
•3 types of decisions depending on the amount of biased arguments/counterarguments 
impacting them: biased, non-biased, neutral

•Overall: 641 decisions - 266 biased, 281 non-biased and 94 neutral

•52% of decisions before the workshop were biased, compared to 31% after

•Only one team had a larger percentage of biased decisions after the workshop. In the case of all 
the other teams, the percentage of biased decisions decreased.

•Significant (p-value < 0.05) changes:
• Increase in the number of non-biased decisions

• Decreased percentage of biased decisions

•Not significant changes:
• The number of biased decisions



Results – Cognitive biases
•Overall: 1110 bias occurrences - 558 before and 552 after the workshop.

•There was no significant change in the overall number of biases between Task 1 and Task 2 (p-
value = 0.8647).

•The debiasing effect was not achieved by decreasing the number of bias but from increasing 
the number of non-biased arguments.



Results - Debiasing techniques.
•Overall: 133 uses of the proposed techniques - 26 techniques before and 107 after the 
workshop.

•Significant increase in the number of uses of the practices (p-value = 0.0005)

•The anti-optimism technique was used most often (15 before and 57 after workshop)

•The anti-anchoring technique was used less often (3 before and 30 after workshop)

•The anti-confirmation bias technique rarely being used at all (8 before and 20 after workshop).



Conclusion

We explored whether debiasing through a training workshop is an effective 
method of reducing the impact of cognitive biases on architectural decision 
making.

The debiasing treatment through the 
debiasing workshop we designed was 
successful

Both improving the quality of argumentation and 
design decisions.

We did not decrease the number of 
biases impacting the teams 

We managed to increase the overall amount and 
percentage of rational arguments and decisions



Debiasing 
experts
Ye t  u n p u b l i s h e d

Re s e a rc h  b y :  
K l a ra  B o ro w a ,  Ro d r i g o  Re b o u ç a s  d e  A l m e i d a ,  a n d  M a r i o n  
W i e s e .



Sub-Research Question
SRQ. How are experienced practitioners influenced by the proposed architectural

decision-making debiasing workshop?

•Would the workshop decrease the number 

of cognitive bias occurrences?

•Would the workshop increase the 

participant's use of debiasing techniques?



Method



Debiasing techniques
• The anti-anchoring technique: having proposed an architectural solution, the individual that presents it 

must explicitly list one disadvantage of the solution

• (Changed)The anti-confirmation bias technique: one team member has to monitor the discussion for 
unjustified statements that dismiss new information and ideas. Such as ``We already decided that''.    

• (New)Anti confirmation and optimism bias technique: Explicitly listing multiple solution options.

• The anti-optimism bias technique: the team must explicitly mention the risks associated with the 
design decisions.



Participants



Analysis - Coding table



Results - overall



Results:
p-values



Main findings
•The workshop decreased the occurrence of all three researched cognitive biases.

•The amounts of uses of each debiasing technique that we taught increased.

•Two statistically significant changes:
• The increase of non-biased counterarguments.

• The increased use of the debiasing technique of “listing multiple solution options”.



Additional takeaways

Experienced practitioners have fewer problems in specifying non-biased 
arguments in support of decisions – compared to students.

Debiasing might only be effective when teaching team members of all seniority 
levels.

A practitioner’s high confidence level makes them more susceptible to 
cognitive biases.

Discussing too many decisions makes biases more likely to occur.



Thesis Contributions



Contributions

Set of rationales which motivate architectural 
decisions made by software practitioners.

Set of cognitive biases that impact architectural 
decision-making.

Cognitive biases may make practitioners incur 
unnecessary architectural technical debt.

The wicked triad – anchoring, optimism, and 
confirmation bias.

Empirically validated debiasing workshop.

Students and experienced practitioners react 
differently to a debiasing workshop.



Thank you
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